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ABSTRACT: Controlling the shape of crystals is of great
practical relevance in fields like pharmacology and fine
chemistry. Here we examine the paradigmatic case of urea
which is known to crystallize from water with a needle-like
morphology. To prevent this undesired effect, inhibitors that
selectively favor or discourage the growth of specific crystal
faces can be used. In urea the most relevant faces are the {001}
and the {110} which are known to grow fast and slow,
respectively. The relevant growth speed difference between
these two crystal faces is responsible for the needle-like
structure of crystals grown in water solution. To prevent this effect, additives are used to slow down the growth of one face
relative to another, thus controlling the shape of the crystal. We study the growth of fast {001} and slow {110} faces in water
solution and the effect of shape controlling inhibitors like biuret. Extensive sampling through molecular dynamics simulations
provides a microscopic picture of the growth mechanism and of the role of the additives. We find a continuous growth
mechanism on the {001} face, while the slow growing {110} face evolves through a birth and spread process, in which the rate-
determining step is the formation on the surface of a two-dimensional crystalline nucleus. On the {001} face, growth inhibitors
like biuret compete with urea for the adsorption on surface lattice sites; on the {110} face instead additives cannot interact
specifically with surface sites and play a marginal sterical hindrance of the crystal growth. The free energies of adsorption of
additives and urea are evaluated with advanced simulation methods (well-tempered metadynamics) allowing a microscopic
understanding of the selective effect of additives. Based on this case study, general principles for the understanding of the
anisotropic growth of molecular crystals from solutions are laid out. Our work is a step toward a rational development of novel
shape-affecting additives.

■ INTRODUCTION

The size and shape of crystals play a crucial role in chemical and
pharmaceutical manufacturing.1 Most drugs are purified and sold
as crystalline solids, and thus their size and shape have a direct
impact on the efficiency of the production processes.
Furthermore, recent experiments have demonstrated that the
crystalline form of a drug plays a role in its activity, affecting its
dissolution kinetics,2 its bioavailability,3 and its uptake perform-
ances.
The appearance of needle or platelet crystals is the unwelcome

outcome of different growth rates of different crystal faces. This
phenomenon involves a wide range of length scales going from
the molecular detail, that determines the intrinsic physical
chemical reasons of the anisotropic growth, to the macroscopic
scale, where the shapes of the growing crystallites can be
observed and monitored with experimental techniques. The
growth can be controlled either by acting on the macroscopic
operative conditions4−6 or by employing additives capable of
hindering the growth of crystals at the molecular scale.7,8 The
effect of the interaction of the additives with the growing
crystallites is the selective enhancement or discouragement of

crystal growth on specific faces, which can be used to reduce
differences in growth rates of individual crystal faces and thereby
reduces anisotropic growth. Despite numerous examples in the
literature showing the effectiveness of this approach,9−14 the
design of growth inhibition strategies lacks in rational and
determinisitc strategies, relying on the contrary on empirical
approaches and on trial and error.
Given the increasing computational power and the develop-

ment of algorithms and methods for enhanced sampling,
molecular modeling is emerging as a viable approach toward
building a comprehensive picture of molecular phenomena
involved in crystallization processes.15 In this paper we illustrate
this capability by performing standard and enhanced sampling
molecular dynamics (MD) simulations of the surface growth of
urea and its interaction with different additives. More specificially
a full atomistic description of the surface dynamics and
thermodynamics of the fast {001} and slow {110} growing
faces is provided.
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We have chosen urea for a number of reasons: It shows fast
kinetics of nucleation and growth, it grows from aqueous solution
to form needle-like crystals that expose two well-defined crystal
faces, and biuret, a subproduct of the urea synthesis, is reported in
the literature as an effective shape-changing additive for urea
itself.16−18 Urea represents a valid benchmark system for
molecular modeling studies since it provides all the features
and challenges of molecular crystals while having a rather small
size and a simple structure. Furthermore the molecular
representation of the solid is straightforward as urea does not
have polymorphs. Its space group is P4 ̅21mwith Z = 2. Its growth
from water and methanol solutions was recently modeled by
Piana et al. through a combination of MD and kinetic Monte
Carlo (KMC) simulations; this approach has enabled an accurate
description of the shape of a growing crystal.19,20 In this
framework our work aims at complementing what was
accomplished by Piana et al., by proposing an atomistic
description of the crystal growth mechanism, and enhancing
our current understanding of the mode of action of the additives.
The molecular description of the effects of additives on crystal
growth is a challenging topic that has seldom been tackled in the
literature. In addition, the reported MD simulations21−23 have
explored only the very limited time scale of a few nanoseconds.
A conceptual attempt to the rationalization of the additive role

during the nucleation stage was carried out by Anwar et al.24

approaching the problem through the study of a model system of
Lennard-Jones (LJ) spheres in water. The additives were also
represented in a simplified way as LJ dimers.
It is well-known that the study of the homogeneous nucleation

from the liquid phase is very challenging, since it occurs on a time
scale inaccessible to molecular simulations and therefore requires
special techniques to be observed. In the case of solids consisting
of molecules, the situation is made even more complicated by the
fact that the molecules have to orient themselves in a specific way
for nucleation to occur.25 Here we take a different approach: We
assume that a crystal face has been formed and study its growth
with and without additives. We observe that simulations in the
hundreds of nanoseconds are needed to properly sample the
events that characterize the crystal surface dynamics.
Moreover, in this work we use well-tempered (WT)

metadynamics simulations to enhance the sampling of
adsorption and desorption events, thus allowing for a
quantitative estimation of the associated free energies for both
urea and additives on each face. WT metadynamics is a state-of-
the-art enhanced sampling MD technique of recent formulation
which enables an efficient sampling of rare events and a
convergent estimation of free energies. It is therefore well suited
to tackle relevant problems in the field of crystallization, ranging
from model systems to realistic ones. Nucleation as well as the
formation of a solid/liquid interface in a LJ fluid,26 the early
stages of the calcium carbonate nucleation27,28 as well as its
complexation through the interaction with foreign molecules,
such as polyacrylates28,29 and ASP-rich peptides,30 are some
examples of such studies.

■ METHODS
Urea Force Field.Given the protein denaturation properties of urea

and the interest of the biomolecular modeling community in its effects
on protein unfolding dynamics, a variety of urea force fields are available
in the literature.31 Although in the biomolecular simulation community
the most widely used urea force field is the OPLS/GROMOS, originally
proposed byDuffy et al.32 and extended by VanGunsteren et al.,33 in our
case we have employed the AMBER force field for urea which relies on

the generalized Amber force field (GAFF)34,35 parametrization and
enables a handy implementation of a fully compatible force field for the
simulation of additives. The choice of the GAFF force field has been
tested against a correct representation of the solid homogeneous phase,
proving to adequately reproduce both the elementary cell parameters
and the melting temperature of pure crystalline urea. The cell
parameters were monitored in three independent MD simulations of
the bulk crystalline phase. We did not observe distortion of the crystal
structure, obtaining lattice constants (a = 0.556, c = 0.467 nm, and c/a =
0.840) in good agreement with the experimental (a = 0.565, c = 0.468
nm and c/a = 0.842).36 The melting temperature was evaluated
monitoring the stability of the solid/liquid interface during MD
simulations at different temperatures for systems composed of liquid
and crystalline urea in contact. The melting temperature was estimated
to be within 400 and 420 K, in qualitative agreement with the
experimental melting temperature of urea (406−408 K).

Additives Structure and Parametrization. In order to perform
MD simulations of urea crystal growth in the presence of foreign
molecules, force field parameters within the framework of the GAFF34,35

have been derived for every additive. The relaxed molecular structure
was obtained by density functional theory (DFT) structural
optimization performed at the B3LYP/6-31G(d,p) level using the
implicit integral equation formalism polarized continuum model
(IEFPCM)37 to consider the aqueous environment. The partial atomic
charges were computed using the restrained electrostatic potential
(RESP)38 formalism on the basis of the electrostatic potential evaluated
at the same level of theory. A summary of the GAFF atom types and
partial charges used to model each additive is reported as Supporting
Information (SI, Table S1 and Figure S1). All the DFT calculations were
carried out using Gaussian 09.39

Simulation Systems Setup. In order to study the face-dependent
growth and dissolution dynamics and to estimate the free energy of
adsorption through metadynamics, slabs of crystalline urea exposing a
single face to the solution were prepared. Initial structures of the {001}
and {110} faces were generated from X-ray diffraction data periodically
replicated in the 3D space using the software VESTA,40 thus generating
crystalline slabs of the approximate size of 5.5 × 5.5 × 3.0 nm. Each of
the two slabs exposing the {001} and {110} faces was embedded in a
simulation box of the approximate size of 5.5 × 5.5 × 12 nm, properly
filled with water, urea, and additive molecules using the genbox utility
included in the GROMACS package.41 To guarantee a proper
representation of both the solid surface and the solution environment
and to minimize the impact of simulation artifacts due to the periodic
boundary conditions, the size of the volume attributed to the solution
was chosen to be at least double than that of the crystalline slab.

MD Simulations. The investigation of the solid/liquid interface
dynamics was carried out through standard MD simulations. All the
simulations were performed with GROMACS 4.5.341 in explicit TIP3P
water solvent. A nonbonded cutoff of 1.0 nm was chosen as a
compromise between the accuracy of the calculation and the
computational effort needed to obtain significant sampling of the
growth events in the time scale of tenths of μs. Three-dimensional
periodic boundary conditions were applied, treating long-range
electrostatic interactions with the particle mesh Ewald approach. The
LINCS algorithm was used to constrain the bond lengths enabling the
use of a 2 fs time step. Each system was at first minimized with the
conjugate gradient algorithm with a tolerance on the maximum force of
300 kJ mol−1 nm−1, then a 100 ps NVT equilibration was run to relax the
system and to avoid nonphysical contacts between molecules at the
boundaries of the simulation box. All the simulations presented in the
results part of this work were run as an isothermal−isobaric ensemble at
1 bar and 300 K using the velocity rescale thermostat42 and the
semiisotropic Parrinello−Rahman barostat43 as implemented in
GROMACS 4.5.3. The choice of a semiisotropic pressure control,
already exploited in the literature by Piana et al.,20 allowed a continuous
adaptation of the simulation volume through the scaling of the z
coordinate and without inducing sudden changes on the (x,y) plane
which could destabilize and induce stresses in the crystalline slab. With
this protocol we first equilibrate a crystal slab in the presence of pure
solvent. This leads to the partial dissolution of the first crystal layer that
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becomes visibly rougher when compared to a complete layer. This
configuration was then used to generate the initial sample for the
concentrated solution study. After 500 ps of temperature and pressure
equilibration, the simulations in the presence of the concentrated
solution were extended to longer time scales, typically 0.2 μs, with the
aim of investigating surface dynamics during urea dissolution and
growth in both the presence and absence of additives and for both the
{001} and {110} surfaces. The computational time needed to carry out a
typical 0.2 μs MD simulation on 16 CentOS 5 Cray cores was 15−20
days. A summary of the standard MD simulations discussed in the paper
is reported in Table 2 in the Results section.
Simulation Analysis. In order to analyze the surface dynamics of a

crystal slab in contact with a solution, it is necessary to define measures
that allow identifying solute molecules as belonging either to the
crystalline or to the liquid phase. Discriminating between the liquid- and
crystal-like structure of the ith urea molecule on the basis of its trajectory,
i.e., the position of all its atoms at each time t requires the development
of a quantitative criterion accounting for the concepts of both local
density and local order of the molecular surrounding of the urea
molecule itself. In this work the measure of the degree of crystallinity
Γi(t) was developed on the basis of the known orientation of the urea
molecules in the crystalline structure as the product of two functions,

ρi(ni(t)) and ϕi(ni(t), θ ⃗
i(t)), which describe the local density and local

order, respectively. These functions are defined as
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where ni(t) is the number of neighbors of the i
th urea molecule, i.e., those

molecules for which the distance between the carbon atoms of the
molecules is less than an arbitrary cutoff, which was taken as 0.6 nm in
this work; n ̅ is the minimum number of neighbors within the same cutoff
that are found for a molecule belonging to the exposed surface of the
crystalline phase at the interface; σn is the standard deviation of the

Gaussian distribution of n ̅ in the solid; θ ⃗
i is the vector of the ni mutual

orientations θi,j between the internal vectors associated with the i
th urea

molecule and its jth neighbor. In this work, the internal vector is defined
along the carbonyl bond of the urea molecule. Since the molecules in the
crystalline solid are not completely still, their orientation with respect to
each other fluctuates slightly over time; σθ expresses the extent of these
fluctuations whereas θ0 and θ1 are the mutual orientations of the internal
vector defined in each urea molecule with respect to its neighbors in the
crystalline solid. The state of the ith urea molecule then is defined at
every time t in terms of degree of crystallinity by

ρ φ θΓ = ⃗t n t t( ) ( ( )) ( ( ))i i i i i (3)

which assumes values in the [0;1] interval, where the lower end
represents a molecule in the liquid phase and the upper end a molecule
in the crystal. A summary of the values used in the trajectory
postprocessing for the calculation of Γi(t) is reported in Table 1.
Given the Γi values computed for all the urea molecules in the system,

the number of molecules belonging to the crystalline phase at each time
step t can then be straightforwardly obtained as

∑= Γ
=

N t t( ) ( )
i

N

iC
1

tot

(4)

whereNtot is the total number of urea molecules in the simulation box. It
is worth to highlight that Γi(t) is a function that describes the

crystallinity of each molecule assuming values that are not necessarily
integers contrary to, for example, a time correlation or a radial
distribution function that describe the crystallinity of an ensemble. This
leads to a total number of crystalline molecules in the simulation box
computed with eq 4, which is not necessarily an integer. With this
approach both the global evolution of the molecular system and the local
state of each urea molecule were quantitatively evaluated through NC(t)
and Γi(t), respectively. The quantitative evolution of the molecular
system can be characterized also in terms of the number of molecules in
the liquid phase, defined asNL(t) =Ntot−NC(t) and the variation in the
number of molecules in the crystalline state ΔNC(t) = NC(t) − NC(t =
0).

In order to quantitatively assess the evolution of the crystalline layers,
growing or dissolving at the solid/liquid interface, the system volume
was discretized in slices with the thickness given by the characteristic
height of the lattice step in the direction orthogonal to the exposed
surface. This allows for the calculation of Ntot,k, the total number of urea
molecules in the kth slice by direct count and NC,k, the number of
crystalline molecules in each of them, as

= Σ Γ⊂N t( )k i kC, layer ith (5)

Computing the evolution of NC,k allows to follow the growth dynamics
of each layer over the course of a simulation. In order to compare MD
simulations of the {001} and {110} surfaces, NC,k was normalized by
dividing by Nsurf: the number of molecules contained in a complete
crystalline layer; Nsurf is a face-specific parameter determined by the
finite size of the simulated system.

To further characterize the growth dynamics at the solid/liquid
interface, two characteristic ratios were computed for each volume slice
representing, respectively, the degree of crystallinity and the density of
the growing layer:
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Collecting statistics on these two parameters allowed to build
bidimensional pseudo free energy surfaces (pseudo-FES) resembling
the process of formation or dissolution of a crystalline layer on each
considered face. The term pseudo-FES is here used to highlight that the
probability distributions in the (Ok, Dk) space are gathered from MD
simulations in which the nonequilibrium process of crystal growth is
observed under a continuously varying composition in the liquid phase.
Therefore the pseudo-FES provide a convenient representation of the
pathway followed in the order/density space during the growth of crystal
layers rather than providing a quantitative description of the
thermodynamics associated with this process. Moreover the pseudo-
FES term has been introduced to make a distinction between the
aforementioned representations of the sampling obtained by classical
MD and the FES obtained with well-tempered metadynamics, later
proposed to rigorously discuss the interaction between an additive
molecule and the crystal surfaces. Given the probability distribution
p(Ok,Dk) the pseudo-FES, F, was directly computed using the Kirkwood
equation:44

Table 1. Parameters Used for the Calculation of theMolecule-
Based Degree of Crystallinity Γi

parameter value

cutoff 0.6 nm
n̅ 4
σn 1

θ0

0°

θ1

180°

σθ 27.5°
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= −F O D k T p O D( , ) ln ( , )k k B k k (8)

Free Energy Calculations. An estimate of the free energy
associated to the adsorption of both urea and additives on a given
urea crystal surface was obtained through WT metadynamics,45,46 a
simulation technique aimed at enhancing the sampling of rare events
through the application of a history-dependent bias potential to a set of
collective variables (CVs). As a complete and exhaustive description of
WT metadynamics goes beyond the scope of this paper, we refer the
interested reader to the papers introducing metadynamics45 and WT
metadynamics46 as well as a recent review of their applications in
material science, chemistry, and biochemistry.47 Moreover a brief
description of the methods principles and working equations is provided
in the SI. In this work the FES associated with the adsorption was
calculated throughWTmetadynamics for each component as a function
of two CVs, i.e., the Cartesian position in the direction orthogonal to the
crystal surface (hereafter referred to as CV1) and the molecule
orientation, which is described as the angle between an arbitrary
internal molecular vector and a vector orthogonal to the crystalline
surface (hereafter referred as CV2). This choice allowed to resolve both
the bound and the unbound states in the (CV1,CV2) space as well as
differently oriented bound configurations. In order to speed up the
exploration of the simulation box, a constrain potential has been applied
to a specific atom of the foreign molecule in a way similar to what was
suggested by Roux et al.48,49 The free energy calculations were
performed with GROMACS 4.5.3 equipped with the PLUMED50

plugin.

■ RESULTS AND DISCUSSION
Combining MD and metadynamics simulations allows us to
highlight several molecular details of the growth and inhibition
mechanisms of urea crystal growth from water solution. To this
end, the simulations reported in Table 2 are analyzed. In these

simulations the driving force for a net growth of the crystalline
phase is the supersaturation of the liquid phase. We found that in
the finite-sized volume confined between two urea surfaces, the
urea equilibrium concentration is between 3 and 4 mol/L, in
agreement with results of simulations reported in the literature.19

To induce crystal growth, the initial concentration of the liquid
phase was set to values >7 mol/L.
In order to investigate the effect of additive molecules on

crystal growth, two additives were investigated: acetone and
biuret; their concentrations were set such that the behavior of the
molecules on each crystal face could be determined and that

crystal growth was not completely inhibited. The differences in
the additive concentrations from the simulations of the {001}
(C−F in Table 2) and the {110} (G−J in Table 2) faces are due
to the intrinsically different growth mechanisms that determine a
different sensitivity to the finite size of the implemented
molecular model, as will be discussed in the following.
The results have been analyzed in order to describe both the

growth and the inhibition mechanisms with a hierarchical
approach, i.e., by defining appropriate quantities on the scale of
the whole simulation, then on the scale of single crystalline layers,
and finally on the scale of a single urea molecule using the
methodology and quantities presented in the Methods section.

Growth Mechanisms. The standard MD simulations of the
{001} and {110} faces uncovered, with atomistic detail, the
intrinsic mechanisms that govern crystal growth on the fast and
slow growing face, respectively. In the following paragraphs the
results obtained from simulations A and B (Table 2) are
discussed focusing on the evolution of the whole model and the
crystal layer. The discussion regarding the scale of the single urea
molecule is reported in the SI.

Scale of the Crystal. Performing standard MD simulations, a
net growth of the crystalline phase was observed for both the
{001} and the {110} faces over a time span of the hundreds of
nanoseconds. The evolution of the whole simulated crystal is
illustrated in Figure 1a where the increase in the number of
crystalline−solid molecules, ΔNC, on both faces is shown,
together with the evolution of the number of molecules in the
liquid phase, NL. The decrease in time of NL means that the
driving force of crystallization, i.e., the supersaturation,
progressively decreases over the course of the simulation,
which is caused by the fact that the simulations are performed
at constant number of molecules, hence the liquid phase is
inevitably depleted as the crystal grows. It can immediately be
seen that the evolution of ΔNC(t) exhibits two remarkably
different trends for the {001} and {110} faces. The profile for the
fast {001} face consists of a rather smooth curve that gradually
flattens, i.e., the growth rate of the solid phase decreases as the
liquid phase is depleted of urea molecules. For the slow {110}
face on the other hand, the growth profile proceeds through two
clearly noticeable steps, the first occurring in the first 0.03 μs of
simulation and a second at 0.10 μs; between these steps the
number of crystalline−solid molecules remains constant. We
interpret these different behaviors as the fingerprint of two
different crystal growth mechanisms that occur on the different
faces, i.e., a continuous, or “rough”, growth mechanism for the
fast {001} face and a “birth and spread” mechanism for the slow
{110} face. In Figure 1b three snapshots of the molecules in the
simulation domain, i.e., including crystal and solution, are shown.
In these snapshots only the urea molecules present in the
simulation box are drawn, while the water molecules, though
explicitly present in the simulation, are not shown for the sake of
clarity. The urea molecules are depicted as spheres centered on
the carbon atom, which are colored according to their degree of
crystallinity Γi, as defined in eq 3 of the Methods section. This
representation allows to interpret the quantitative trends seen in
Figure 1a at the molecular scale. It can be observed that, going
through the three snapshots, the number of liquid molecules
(red) decreases, while the number of molecules in the crystalline
solid (blue) grows. Moreover it can be noted that while the
majority of the urea molecules depicted in the three snapshots of
Figure 1b is in the crystalline (Γi = 1, blue spheres) or in the
liquid (Γi = 0, red spheres) state, a minor fraction of molecules is
characterized by a semicrystalline state, i.e., by an intermediate

Table 2. Summary of the Standard MD Simulations Discussed
in the Results Section

label
face
{hkl}

initial
urea conc
(mol/L)

simulation
time (μs) additive

additive
conc

(mol/L)

additive/
surface

mol. ratio

A {001} 7.25 0.2 − − −
B {110} 7.40 0.2 − − −
C {001} 7.25 0.2 biuret 0.62 0.18
D {001} 7.25 0.2 biuret 1.08 0.33
E {001} 7.25 0.2 acetone 0.62 0.18
F {001} 7.25 0.2 acetone 1.08 0.33
C′ {001} 8.5 0.2 biuret 0.62 0.18
D′ {001} 9.0 0.2 biuret 1.08 0.33
E′ {001} 7.0 0.05 acetone 0.62 0.18
F′ {001} 7.3 0.05 acetone 1.08 0.33
G {110} 7.4 0.2 biuret 0.13 0.08
H {110} 7.4 0.2 biuret 0.26 0.16
I {110} 7.4 0.2 acetone 0.13 0.08
J {110} 7.4 0.2 acetone 0.26 0.16
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value of Γi. The majority of these semicrystalline molecules is
located on the crystal surface, representing the urea molecules
interacting with the crystal lattice. A small fraction of the
semicrystalline molecules is instead located either in solution, i.e.,
corresponding to short-lived partially ordered clusters of urea
molecules, or in the crystal, i.e., representing random fluctuations
of the crystalline molecules.
Scale of the Crystal Layer. The differences in the growth

mechanisms appear more clearly when the formation of single
crystalline layers growing at the solid/liquid interface is analyzed.
The dynamics of the growing layers in contact with the solution
over a simulation time span of 0.2 μs for both the {001} and the
{110} faces are reported in Figure 2. Focusing on the {001} face,
the first two layers (Figure 2, a and a′, note that the prime
indicates a crystal layer on the lower crystal face) are readily
completed in the presence of the initially concentrated solution.
The second layers (b and b′) start to grow almost immediately,
although layer b′ takes longer to be fully formed. The formation
of the third layer is more sluggish, reaching a steady state in which
the crystal is in a dynamical equilibrium with a 4.5 mol/L urea
solution (see also Figure 1). At this point of the simulation the
supersaturation has decreased to such a low level that no more

crystal growth is observed. The slow {110} face on the other
hand exhibits sudden growth events on adjacent layers,
producing almost complete crystalline layers with rates that
look largely independent of the supersaturation. Moreover the
growth on multiple layers at the same time does not occur; the
newly born crystalline layers spread one at a time to cover the
whole model surface.
This dynamic behavior of the growing crystal layers looks

again like the fingerprint of two well-known growth mechanisms.
On the fast {001} face the addition of urea molecules follows a
continuous growth mechanism in which the net increase of
crystalline molecules is obtained by independent addition events,
whereby each molecule reaching the interface is easily
incorporated into the lattice. On the other hand the growth of
layers on top of the slow {110} face proceeds with a mechanism,
in which urea molecules that are adsorbed on the growing
surface, but are not yet incorporated into the lattice, suddenly
assemble and are simultaneously incorporated in the crystal. This
behavior can be interpreted as a birth and spread mechanism51 in
which the rate-determining step consists of the formation of a
stable two-dimensional crystalline nucleus on top of the growing
surface.
To further characterize the differences in the growth processes

on the two faces, pseudo-FES (see the Simulation Analysis
section) were constructed using the Kirkwood relation (eq 8)
from the probability distribution collected in the space defined by
two parameters, Ok and Dk, as defined in eqs 6 and 7. These two
parameters represent the degree of crystalline order and the
density of the kth crystal layer. In the (Ok,Dk) space the growth of
a layer can be pictured as a trajectory that connects the region
around (0,0), corresponding to a new forming layer, with the
region around (1,1), corresponding to a completed crystalline
layer. The pseudo-FES associated with the layer growth on the
{001} and the {110} faces are shown in Figure 3 in kBT units,
where kB is the Boltzmann constant, as F = −In p(Ok,Dk). In this
representation the lower the probability p(Ok,Dk), the higher the
corresponding F value. The presence of barriers in F higher than
kBT, represents regions in the (Ok,Dk) space where few layer
states were found during the simulations, thus indicating that
these configurations are not favored.
From the 2D pseudo-FES and their projections on the Ok

coordinate (Figure 3), it is seen that on the fast {001} face, the
growth of ordered layers proceeds without overcoming energy
barriers significantly higher than kBT. The simulation of the
crystal growth on the fast {001} crystal face, in fact, exhibits a
rather homogeneous sampling of the (Ok,Dk) space, thus
highlighting the accessibility of a continuum of order/density
values characterizing the state of growing layers. This
interpretation is compatible with a continuous growth
mechanism, which proceeds via the independent addition of
single molecules to the crystalline lattice. Thereby the increase in
density and order of a growing crystal layer occurs at the same
time through a process that gradually produces a complete new
crystal layer. This feature is well represented by the shape of the
pseudo-FES built for the {001} face that corresponds to a
smooth trajectory in the density/order space that comprises also
regions characterized by low density and relatively high degree of
crystallinity, i.e., the dark-blue areas are along the diagonal (Ok =
Dk) in the (Ok,Dk) plane of Figure 3.
The pseudo-FES relative to the slow {110} face exhibit a

different shape, characterized by the presence of two well-defined
minima. A first basin (i.e., the region around the minima in the
pseudo-FES), located at a low degree of crystallinity, belongs to

Figure 1.MD simulations of {001} and {110} faces in water (A and B in
Table 2). (a) Evolution of the urea molecules included the crystal (solid
lines) and of the number of urea molecules in solution (dashed lines)
during the A (red) and B (blue) simulations. In both simulations, while
the crystal grows, the solution is depleted leading to a stationary state
where no net growth is observed. A continuous (simulation A) and a
stepwise (simulation B) profile is, respectively, observed for the {001}
and the {110} faces. (b) Snapshots from the simulation B at different
timesteps. For the sake of clarity water molecules are omitted, while urea
molecules are depicted as spheres centered on the carbon atom and
colored in function of their degree of crystallinity Γi (defined in eq 3).
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layer configurations in which only a minor fraction of molecules
in contact with the surface is included in the crystal lattice,
whereas the majority of them are randomly ordered. A second
basin can instead be seen for values of degrees of order and
density close to one. This basin represents a layer of molecules
that are ordered and packed as in the crystal lattice. The two
basins are separated by a scarcely populated intermediate region,
crossed during the sudden growth events shown as steep steps in
Figure 2b. This feature reflects the presence of a significant
energy barrier on the pathway toward the growth of a complete
crystalline layer. This representation is in agreement with the
interpretation of the growth mechanism of the {110} face as a
birth and spread process. The birth of a crystalline nucleus that
spreads and covers the whole surface on the {110} face is in fact
an activated process in which the system needs to overcome
energy barriers significantly higher than its thermal noise.
The two-stage process leading to the formation of a complete

crystalline layer at the solid/liquid interface exposing the {110}
crystal face is also reflected by the shape of the pseudo-FES in the
(Ok,Dk) plane. The bimodal character of the shape highlights that
the random adsorption of urea molecules and their inclusion in
the growing crystal are two distinct phenomena. Moreover the
pseudo-FES describes a path above the diagonal (Ok =Dk) in the
(Ok,Dk) plane. This means that the spread of the critical embryo
starts from a relatively dense layer of adsorbed molecules and
evolves through the diffusion and reorientation of urea molecules
already adsorbed on the surface. Both phenomena are
independent from the concentration in solution and explain
the constant shape of the curves represented in Figure 2b.
From this picture it emerges that the growth on the fast and

slow faces is inherently governed by different phenomena. The
rate of molecule addition to the crystal lattice on the fast {001}
face depends in fact on the rate with which urea molecules get in
contact with the surface, and it is therefore dependent on the urea

concentration in the liquid phase. The rate-determining step of
the crystal growth process on this face is the diffusion of urea
molecules toward the surface. The rate-determining step of the
slow {110} face growth is instead the nucleation of a stable
crystalline two-dimensional nucleus on the surface. The global
growth rate of this face is therefore determined by the frequency
of nucleation events at the solid liquid interface. It is inherently
clear that this phenomenon has a stochastic character, so that
calculating a quantitative growth rate for the slow {110} face is
not feasible.
This picture is consistent with the molecular morphology

exhibited by the {001} and the {110} faces and sketched in the
insets in Figure 3. In fact, solid/liquid interfaces exposing the fast
{001} face exhibit a high density of hydrogen-bond donors and
acceptors, as the {001} plane is orthogonal to the periodic
hydrogen bond chain responsible for a large part of the cohesion
of the crystalline solid. On this face molecules are naturally
oriented in such a way to establish crystal-like hydrogen bonds
with the urea molecules approaching the surface. On the slow
{110} face, on the contrary, the moieties capable of establishing
hydrogen bonds are oriented orthogonally with respect to the
exposed surface, therefore the direct inclusion in the crystal
lattice of single urea molecules is unlikely. However once a
crystalline bidimensional nucleus is formed on the {110} face,
the spreading process occur once again in a direction parallel to
the aforementioned periodic hydrogen-bond chain.
This interpretation of the growth mechanisms based on

molecular details uncovered by MD simulation is in good
agreement with the classical description of birth and spread and
continuous growth mechanisms as well as with the body of
knowledge regarding urea crystallization in water. Although, the
mechanistic detail gives a valuable insight on the pathway
followed by crystal growth on morphologically different surfaces,
a quantitative assessment of the growth rates remains heavily

Figure 2.MD simulations of {001} and {110} faces in water (A and B in Table 2). Time series of the normalized number of crystalline molecules in the
growing layers NC,k/Nsurf (refer to the Methods section). Snapshots of the surfaces at 0.05 and 0.2 μs are below each plot. The configurations at 0.2 μs
offer a qualitative description of the crystal surface morphology obtained at the end of the A and BMD simulations. The {001} surface is characterized by
higher roughness, as several crystalline planes are simultaneously in contact with the solution on both sides of the simulated slab. The {110} face exhibits
instead a single almost complete crystalline plane in contact with the solution on each side.
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affected by the finite size of the simulation box. On the {110} face
the critical size of crystalline nuclei is underestimated due to the
artificial stabilization caused by the periodic boundary conditions
of the simulation box. This manifests itself in an overestimation
of the frequency of birth of stable nuclei on the {110} face and
therefore of the global growth rate of the crystal. The size
dependence of the urea growth rate on the {110} face was

investigated by comparing the ΔNC trends in two molecular
models of different size. More information on this effect can be
found in the SI.
While on the one hand this finite size effect hinders the

possibility to directly compare results from MD simulations to
experimental observations, on the other hand it allows to
explicitly observe the concerted molecular mechanism which
determines the growth on the {110} face. Monte Carlo
simulations and experiments19,20 show that, in water, growth
on the {110} face occurs at a very slow rate. This is in qualitative
agreement with our findings: the frequency of birth and spread
events becomes in fact the lower the closer we get to simulating
an infinite nonperiodic slab. Since on the fast-growing face {001}
the rate-determining step for crystal growth is the diffusion of
urea molecules toward the growing surface, the stabilization of
crystalline islands, which is an artifact of the periodic boundary
conditions, does not affect the observed growth rate.

Effect of the Additives. The insight into the dynamics of
crystal growth achieved through MD simulations provides the
background against which the molecular effect of additives can be
assessed. Here we have studied the effects of the additives biuret
and acetone on the growth of the {001} and {110} faces. We
contrast biuret with acetone, since it has a lower structural
compatibility with the urea lattice while having comparable size
and sterical hindrance. To understand the effect of the additives
on the growth mechanism, the evolution of the total number of
crystalline molecules and the evolution of individual crystal layers
were extracted from MD trajectories. The effect of the additive
on the crystal growth mechanism has been investigated with two
series of simulations, performed starting from an equilibrated
crystal surface exposing the {001} or the {110} crystal face to a
liquid phase consisting of solute solvent and additive; details of
the simulations conditions are reported in Table 2. As the
characteristic time for the equilibration of the urea molecules
between the crystalline and the liquid phase in the molecular
models of the {001} surface is comparable with that of the
formation of an equilibrated adsorbed layer of additive on the
surface, the simulations of the {001} face were divided in two
parts: A first production phase performed starting from a clean
urea surface (simulations C−F, Table 2) allowed the study of the
two phenomena simultaneously occurring on the surface. A
second stage (simulations C′−F′, Table 2) was then carried out
starting from the final configuration of the crystal obtained at the
end of the first stage. This configuration exhibits a crystal surface
covered by an equilibrated layer of adsorbed additive molecules.
This second stage allowed to further highlight the reduction of
the growth rate due to different additives. This study has then
been complemented with the description of the adsorption
thermodynamics of a single additive molecule on both the fast
{001} and the slow {110} growing faces.

Scale of the Crystal. The evolution of the crystal surfaces has
been studied in the presence of biuret and acetone at different
concentrations. The increase in the number of the crystalline
solid molecules ΔNC for both {001} and {110} faces in the
presence of acetone and biuret is shown in Figure 4. Note that
also in this case while the growth rate on the fast {001} face does
not depend on the finite size of themodel surface, the growth rate
on the slow {110} face is instead enhanced by the finite size of the
model that produces an increased stabilization of the crystalline
embryos on the surface due to the periodic boundary conditions.
Moreover, the simulations are again carried out keeping the total
number of molecules in the simulation volume constant,
therefore the liquid phase is depleted of urea molecules as the

Figure 3.MD simulations of {001} and {110} faces in water (A and B in
Table 2). Pseudo-FES in the space defined by Ok and Dk, respectively,
resembling degree of crystalline order and the density of the crystalline
layers on the {001} face (upper panel) and the {110} face (lower panel).
In the insets are reported the molecular morphologies exhibited by the
{001} and the {110} faces. The projection of the FES on the Ok
highlights the remarkable differences observed in the growth
mechanisms. While on the {001} surface the formation of a crystalline
layer occurs without any significant energy barrier, and on the {110} face
an energy barrier of∼4kBT separates a disorderedly adsorbed layer from
a fully crystalline one.
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crystal grows. These aspects make a quantitative determination
of growth rates and a direct comparison of the results obtained
for the {110} and the {001} faces problematic. Nevertheless the
shape of theΔNC reflects the growth mechanism occurring at the
molecular level. The curves showing the evolution ofΔNC for the
{001} face maintain the same shape observed in the absence of
additives. The curves showing the evolution of the {110} models
exhibit again the stepwise shape observed without additives.
From the curves reported in this figure, it can be observed that
the presence of additives affects the net growth of the crystal on
both faces. Focusing on the growth of the {001} face (Figure 4a),
two aspects clearly emerge: In the first production phase, when
the additive and the solute molecules compete for the interaction
with the {001} face, the total number of molecules included in
the crystal decreases with the increase of the additive
concentration. Moreover the effect is significantly dependent
on the chemical nature of the additive. While biuret induces a
remarkable reduction of the growth, acetone shows a barely
observable effect. This effect emerges even more clearly in the
second production phase. The addition of urea molecules on a
{001} face equilibrated in the presence of additive molecules is in
fact evidently slowed down when biuret is present while appears
to be close to that of a pure urea system in the case of acetone.

Likewise, the curves belonging to the {110} face can be
interpreted as indicating that the presence of both biuret and
acetone hinders the growth of this face to roughly the same
extent. The slow down however correlates neither with the
chemical nature nor the concentration of the additives, thus
suggesting a generic sterical hindrance rather than the establish-
ment of specific interactions with the {110} face.

Scale of the Crystal Layer. To further characterize the growth
mechanisms in the presence of additives, the dynamics of
formation of individual crystalline layers has been analyzed. The
effect of additives on the growth of single crystalline layers can be
seen in Figure 5, which has to be contrasted with the case of pure
urea, reported in Figure 2. In Figure 5 one can see that the layers
on the {001} face (simulations C−F) are less crystalline (i.e.,
they have a lower NC,k/Nsurf ratio) than the corresponding layers
growing in the pure urea case at similar times, while the lower
layers do not reach full completion during the time of the
simulation.
This effect is more pronounced for biuret than for acetone

(simulations C vs E and D vs F) and becomes more visible when
the additive concentration is increased (simulations C vs D and E
vs F). This behavior is caused by the additive molecules
adsorbing on the crystal face and competing with urea for surface
interaction sites; biuret exhibits a higher effectiveness in that than
acetone. As the incorporation of urea molecules into the crystal
occurs one molecule at a time in the direction orthogonal to the
surface, additive molecules adsorbed on the {001} face reduce
the growth by reducing the accessibility of surface lattice sites.
On the {110} surface on the other hand (simulations G−J),

the most evident feature in the evolution of the layers is the
reduction in the frequency of birth and spread events, whereas
the formed layers appear to be as complete as in the pure case.
This phenomenon can be interpreted as an increase in the
induction time for the bidimensional nucleation phenomenon
occurring on this surface. The additive reduces in fact the
probability of forming a stable bidimensional crystalline embryo,
which determines the stochastic nature of the birth and spread
mechanism responsible for the growth on the {110} face. This is
confirmed by the fact that the spread phase (identifiable with the
noticeable steps in Figures 2 and 5), occurring in the direction
parallel to the crystal surface, is marginally affected by the
presence of additives. The fact that sterical hindrance is the key
aspect of the growth reduction on the {110} urea face is
confirmed by the fact that no major difference is observed
between biuret and acetone. This indicates that on the {110}
face, additives are nonspecifically adsorbed rather than
specifically blocking growth sites by fitting into the crystal lattice.

Scale of the Single Additive Molecule. The specificity of the
crystal-face/additive interaction emerges as a key factor for the
understanding of the inhibition mechanism and will be
elucidated in the following. Figure 6a illustrates the distribution
of the orientations of the additive molecule with respect to the
{001} surface for biuret and acetone, here expressed as the angle
formed by an internal vector defined for each single molecule and
the direction orthogonal to the crystal surface (illustrated in
Figure 7a). Biuret exhibits two marked maxima which
correspond to specific oriented configurations, whereas acetone
on the contrary does not display any remarkable orientation
preference. In Figure 6b the number of adsorbed additive
molecules over time is plotted. It can be seen that more biuret
molecules are adsorbed (at similar additive concentrations) than
acetone and that the number of adsorbedmolecules approaches a
plateau already after about 20 ns, which indicates a stronger

Figure 4. MD simulations of urea growth in presence of biuret and
acetone. Evolution of the number of molecules included in the crystal
latticeΔNC for the {001} (a) and {110} (b) faces. The labels reported in
both figures refer to Table 2.
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interaction of biuret with urea compared to the one of acetone
with urea. Figure 6a,b demonstrates that the interaction between
biuret and urea is both stronger (number of molecules adsorbed)
and more specific (specific orientations) than the interaction

between acetone and urea. The strength and specificity are
caused by the structural complementarity between the functional
groups present in the additive molecule and the functional
groups of urea present at the {001} face. In fact, this proves to be

Figure 5.MD simulations of {001} and {110} faces in the presence of additives. Time series of the normalized number of crystalline molecules in the
growing layersNC,k/Nsurf (see theMethods section) obtained from the 0.20 μs simulation of {001} and {110} urea crystal faces in contact with biuret and
acetone at different additive concentrations. The subfigures are labeled according to Table 2. It can be observed that the presence of additives causes two
differents effects on the different faces. On the {001} face, especially in the case of biuret, it causes the reduction of the number of crystal-like molecules
included in the growing layers. On the {110} face, both biuret and acetone reduce the frequency of the birth and spread events, without changing the
completeness of the produced crystal layers.
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Figure 6.MD simulations of {001} faces in the presence of additives. (a) Probability distribution of adsorbed additives orientation expressed as the angle
between a properly defined molecular vector and the vector orthogonal to the crystal surface. The probabilities were calculated from the unbiased MD
simulations on the {001} face for biuret and acetone. The molecular vector was defined as parallel to the CO bond in the acetone molecule and as
parallel to the axis connecting the two carbon atoms C and C1 (see Figure 7a) in the biuret molecule. (b) Number of biuret and acetone molecules
adsorbed during the simulation time span on both the top and the bottom surfaces of the simulated crystal slab. Top views of the {001} face with
adsorbed (c) biuret and (d) acetone, respectively. The data shown have been extracted from simulations C and D for biuret and E and F for acetone.
Urea molecules are represented as spheres centered on the carbon atom, while additive molecules are depicted with atomistic detail using green vdW
spheres (biuret 12 green spheres in (c) acetone 10 green spheres in (d)).

Figure 7.WTmetadynamics simulation the adsorption of a single biuret molecule on the {001} face. (a) Graphical legend for the definition of CV1 and
CV2. (b) FES obtained for biuret as a function of CV1 and CV2 relative to the {001} face, the isoenergy values are reported in kBT. (c) Stable molecular
configurations corresponding to theminima of the FES, labeled fromA to E according to their correspondent minimum in (b). Structures A, C, and E are
characterized by an orthogonal orientation with respect to the crystal face. Structures B and D are instead parallel to the crystal face.
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a key ingredient in the occurrence of surface-selective growth
inhibition in the case of urea. It is however worth noticing that
despite the strong and specific interaction and the similarity
between the two molecules, we never observed any inclusion
event of biuret molecules in the urea lattice. The additive merely
adsorbs on the crystal face for some time during the simulation
and reversibly attaches and detaches from the urea crystal lattice
sites exposed to the solution.
The molecular details of the additive/surface interactions were

further investigated by means of WT metadynamics simulations
in which single additive molecules were driven to explore the
(CV1,CV2) space, as defined in the Methods section. Here we
focus on the interaction of biuret with the fast growing {001}
face.
In Figure 7 the FES describing the adsorption of a single biuret

molecule on the {001} urea face is reported. The FES represents
the detail of the configurations adsorbed on the urea crystal
surface, i.e., those located within 0.5 nm of the solid/liquid
interface. Representative structures of the states defined by the
minima of the FES in the (CV1,CV2 space) are also reported in
Figure 7. Three low-energy regions can be identified: The first
region is characterized by 0 < CV2 < 60, the second by 60 <CV2 <
120, and the third by 120 <CV2 < 180. These regions correspond
to configurations in which the biuret is parallel, orthogonal, and
antiparallel, with respect to an axis perpendicular to the crystal
surface, respectively. Moreover the {001} surface is dynamically
in equilibrium with the solution through the addition and
dissolution of single urea molecules. The interaction of the
additive with the crystal at the S/L interface can occur in the first
or second crystal layers. However no additive molecule was ever
covered by an additional layer of urea molecules, i.e., no biuret
molecule was ever permanently built into the crystal. The
presence of several well-defined minima describing interacting
configurations between the crystal and the additive highlights the
fact that well-defined interactions are responsible for the
adsorption of biuret molecules on surface sites on the {001}
surface. The minimum energy structures found can be grouped
in two subsets considering their orientation with respect to the
crystal surface. Parallel structures (B and D, Figure 7b)
resembling the expected configuration published by Davey and
co-workers16 and orthogonal structures (A, C, and E, Figure 7).
From our free energy calculations the orthogonal structures are
slightly favored energetically; in both cases however the additive
molecule takes advantage of the structural complementarity with
the crystal structure, and a dynamical equilibrium between these
structures is observed during both enhanced sampling and
standard MD simulations.
These features were not found for biuret molecules adsorbed

on the {110} face. Here the main preferential orientation
represents biuret molecules randomly flattened on the crystal
surface, and no specific interactions with the crystal sites were
observed in this case. For acetone no strong specific orientation
preferences were observed. Similarly to the approaches based on
the calculation of the attachment energy,52−54 the anisotropic
crystal growth of urea was further characterized through the
calculation of free energies of adsorption of single additive and
urea molecules both on the {001} and the {110} face. WT
metadynamics allows in fact to readily compute the free energy
associated to the adsorption events and therefore to account
explicitly for the presence of the solvent and for the entropic
effects. Given the free energies of adsorption of a given additive
on the {001} and {110} surfaces, we define the parameter surface

selectivity S{001},{110} as the ratio between the adsorption
equilibrium constants calculated as
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The surface selectivity allows to quantify the preferential
interaction of a given molecule, solute or inhibitor, between
two specific crystal faces. The adsorption free energies and the
values of the S{001},{110} calculated for acetone, biuret, and urea are
reported in Table 3.

With the calulation of two lumped parameters, such as the
affinity for the fast face ΔGads,{001} and the face selectivity
S{001},{110}, made practically achievable by the use of enhanced
sampling techniques, we could capture and rationalize the effect
of the additives observed during standard MD simulations. In
particular the values of ΔGads and S{001},{110} show that the
interaction of the biuret molecule with the urea crystal faces is
much stronger than that of the acetonemolecule and also that the
selectivity of the biuret for the fast {001} face is remarkable. This
evidence allows us to demonstrate the selective adsorption of
biuret molecules on the {001} faces of the urea crystal and thus to
rationalize why biuret is such an excellent growth inhibitor for
these faces; biuret has a higher probability to interact with the fast
face than with the slow one and at the same time has a free energy
of adsorption comparable to urea itself on the same face. These
two properties are caused by the capability of biuret to fill a lattice
site on the {001} faces nearly perfectly and can be indeed
identified as responsible for the remarkable influence of biuret on
the shape of urea crystals.

■ CONCLUSIONS
In this work we demonstrate the molecular mechanism
underlying the effect of additives on the growth of urea crystals
in water. At first we have investigated with extensive standard
MD simulations the growth of the {001} and the {110} crystal
faces. We have identified two intrinsically different growth
mechanisms: the {001} face grows following a rough growth
process, while the {110} face grows through a birth and spread
mechanism, a two-step process characterized by the nucleation of
crystalline embryos on the surface and their subsequent
enlargement. These mechanisms are consistent with the
molecular structure exhibited by the two faces. The {001} face
is characterized by the exposure of hydrogen bonds oriented in
the growth direction, a feature that favors the direct
incorporation in the crystal lattice of urea molecules adsorbed
on the surface. The main periodic hydrogen-bond chains are
instead parallel to the {110} face, which does not offer sites

Table 3. Adsorption Free Energies and S{001},{110} Calculated
for Acetone, Biuret, and Ureaa

molecule
ΔGads,{001}
[kcal/mol]

ΔGads,{110}
[kcal/mol] S{001},{110}

acetone −0.66 ± 0.38 −1.47 ± 0.45 0.26
biuret −4.55 ± 1.02 −2.48 ± 0.43 32.81
urea −3.22 ± 0,83 −1.7 ± 0.39 12.98

aThe ΔG was computed as a time-weighted average as in the work of
Berteotti et al.55 The error reported is the standard deviation of the
time-weighted average. The time-dependent realizations of the ΔG are
reported in the SI.
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capable of easily binding urea molecules in a crystal-like
configuration. Due to this feature the growth of new layers
occurs through a concerted mechanism involving first a small
cluster of 10−20 urea molecules that produces a stable nucleus
and then rapidly spreads. The spread of the nucleus proceeds
through the addition of urea molecules at the kink sites present at
the nucleus edges. This process is extremely fast compared to the
nucleation stage as it occurs in the direction of the main
hydrogen-bond chain which favors the direct incorporation of
urea molecules in the crystal.
We have then analyzed the growth in the presence of additives,

such as biuret and acetone. We have found that biuret has a
remarkable structural compatibility with the urea lattice sites
exposed on the {001} face. It is adsorbed on the {001} face in
specific orientations due to the formation of hydrogen bonds
with the exposed lattice sites. When adsorbed on the {110} face
biuret shows instead a lower compatibility with the crystalline
lattice. This leads to the remarkable selectivity of the biuret for
the {001} face. This selectivity leads to a competition of biuret
and urea for the occupation of the empty face sites which slows
down the growth on the {001} face. At the same time the
adsorption is reversible, thus the incorporation of additive
molecules in the growing lattice is avoided. Acetone, which
exhibits structural compatibility neither with the {001} face nor
with the {110} face has a lower affinity for the urea crystal.
Moreover the adsorption of acetone on the two faces is
characterized by a moderate difference in free energy. We can
therefore predict a negligible effect on the shape of the urea
crystals obtained from water solution in the presence of acetone.
The study of the paradigmatic case of urea allowed us to

identify some key ingredients that could be used in the design of
additives capable of avoiding the formation of needle-shaped
crystals. High affinity and high selectivity for the fast growing face
of a needle crystal emerged as crucial for a potential shape-
affecting effect. These features are inherently related to the
structure of the additives that should exhibit moieties capable of
reversibly bind the lattice sites exposed on the fast growing
crystal face thus limiting its growth rate.
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